## Algebra

A1. Let $a, b, c$ be positive real numbers such that $a+b+c+a b+b c+c a+a b c=7$. Prove that

$$
\sqrt{a^{2}+b^{2}+2}+\sqrt{b^{2}+c^{2}+2}+\sqrt{c^{2}+a^{2}+2} \geq 6
$$

Solution. First we see that $x^{2}+y^{2}+1 \geq x y+x+y$. Indeed, this is equivalent to

$$
(x-y)^{2}+(x-1)^{2}+(y-1)^{2} \geq 0 .
$$

Therefore

$$
\begin{aligned}
& \sqrt{a^{2}+b^{2}+2}+\sqrt{b^{2}+c^{2}+2}+\sqrt{c^{2}+a^{2}+2} \\
\geq & \sqrt{a b+a+b+1}+\sqrt{b c+b+c+1}+\sqrt{c a+c+a+1} \\
= & \sqrt{(a+1)(b+1)}+\sqrt{(b+1)(a+1)}+\sqrt{(c+1)(a+1)}
\end{aligned}
$$

It follows from the AM-GM inequality that

$$
\begin{aligned}
& \sqrt{(a+1)(b+1)}+\sqrt{(b+1)(a+1)}+\sqrt{(c+1)(a+1)} \\
\geq & 3 \sqrt[3]{\sqrt{(a+1)(b+1)} \cdot \sqrt{(b+1)(a+1)} \cdot \sqrt{(c+1)(a+1)}} \\
= & 3 \sqrt[3]{(a+1)(b+1)(c+1)}
\end{aligned}
$$

On the other hand, the given condition is equivalent to $(a+1)(b+1)(c+1)=8$ and we get the desired inequality.

Obviously, equality is attained if and only if $a=b=c=1$.
Remark. The condition of positivity of $a, b, c$ is superfluous and the equality $\cdots=7$ can be replaced by the inequality $\cdots \geq 7$. Indeed, the above proof and the triangle inequality imply that

$$
\begin{aligned}
\sqrt{a^{2}+b^{2}+2}+\sqrt{b^{2}+c^{2}+2}+\sqrt{c^{2}+a^{2}+2} & \geq 3 \sqrt[3]{(|a|+1)(|b|+1)(|c|+1)} \\
& \geq 3 \sqrt[3]{|a+1| \cdot|b+1| \cdot|c+1|} \geq 6
\end{aligned}
$$

A2. Let $a$ and $b$ be positive real numbers such that $3 a^{2}+2 b^{2}=3 a+2 b$. Find the minimum value of

$$
A=\sqrt{\frac{a}{b(3 a+2)}}+\sqrt{\frac{b}{a(2 b+3)}}
$$

Solution. By the Cauchy-Schwarz inequality we have that

$$
5\left(3 a^{2}+2 b^{2}\right)=5\left(a^{2}+a^{2}+a^{2}+b^{2}+b^{2}\right) \geq(3 a+2 b)^{2}
$$

(or use that the last inequality is equivalent to $(a-b)^{2} \geq 0$ ).
So, with the help of the given condition we get that $3 a+2 b \leq 5$. Now, by the AM-GM inequality we have that

$$
A \geq 2 \sqrt{\sqrt{\frac{a}{b(3 a+2)}} \cdot \sqrt{\frac{b}{a(2 b+3)}}}=\frac{2}{\sqrt[4]{(3 a+2)(2 b+3)}}
$$

Finally, using again the AM-GM inequality, we get that

$$
(3 a+2)(2 b+3) \leq\left(\frac{3 a+2 b+5}{2}\right)^{2} \leq 25
$$

so $A \geq 2 / \sqrt{5}$ and the equality holds if and only if $a=b=1$.

A3. Let $a, b, c, d$ be real numbers such that $0 \leq a \leq b \leq c \leq d$. Prove the inequality

$$
a b^{3}+b c^{3}+c d^{3}+d a^{3} \geq a^{2} b^{2}+b^{2} c^{2}+c^{2} d^{2}+d^{2} a^{2}
$$

Solution. The inequality is equivalent to

$$
\left(a b^{3}+b c^{3}+c d^{3}+d a^{3}\right)^{2} \geq\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} d^{2}+d^{2} a^{2}\right)^{2}
$$

By the Cauchy-Schwarz inequality,

$$
\left(a b^{3}+b c^{3}+c d^{3}+d a^{3}\right)\left(a^{3} b+b^{3} c+c^{3} d+d^{3} a\right) \geq\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} d^{2}+d^{2} a^{2}\right)^{2}
$$

Hence it is sufficient to prove that

$$
\left(a b^{3}+b c^{3}+c d^{3}+d a^{3}\right)^{2} \geq\left(a b^{3}+b c^{3}+c d^{3}+d a^{3}\right)\left(a^{3} b+b^{3} c+c^{3} d+d^{3} a\right)
$$

i.e. to prove $a b^{3}+b c^{3}+c d^{3}+d a^{3} \geq a^{3} b+b^{3} c+c^{3} d+d^{3} a$.

This inequality can be written successively

$$
a\left(b^{3}-d^{3}\right)+b\left(c^{3}-a^{3}\right)+c\left(d^{3}-b^{3}\right)+d\left(a^{3}-c^{3}\right) \geq 0
$$

or

$$
(a-c)\left(b^{3}-d^{3}\right)-(b-d)\left(a^{3}-c^{3}\right) \geq 0,
$$

which comes down to

$$
(a-c)(b-d)\left(b^{2}+b d+d^{2}-a^{2}-a c-c^{2}\right) \geq 0
$$

The last inequality is true because $a-c \leq 0, b-d \leq 0$, and $\left(b^{2}-a^{2}\right)+(b d-a c)+\left(d^{2}-c^{2}\right) \geq 0$ as a sum of three non-negative numbers.

The last inequality is satisfied with equality whence $a=b$ and $c=d$. Combining this with the equality cases in the Cauchy-Schwarz inequality we obtain the equality cases for the initial inequality: $a=b=c=d$.

Remark. Instead of using the Cauchy-Schwarz inequality, once the inequality $a b^{3}+b c^{3}+c d^{3}+$ $d a^{3} \geq a^{3} b+b^{3} c+c^{3} d+d^{3} a$ is established, we have $2\left(a b^{3}+b c^{3}+c d^{3}+d a^{3}\right) \geq\left(a b^{3}+b c^{3}+c d^{3}+\right.$ $\left.d a^{3}\right)+\left(a^{3} b+b^{3} c+c^{3} d+d^{3} a\right)=\left(a b^{3}+a^{3} b\right)+\left(b c^{3}+b^{3} c\right)+\left(c d^{3}+c^{3} d\right)+\left(d a^{3}+d^{3} a\right) \stackrel{A M-G M}{\geq}$ $2 a^{2} b^{2}+2 b^{2} c^{2}+2 c^{2} d^{2}+2 d^{2} a^{2}$ which gives the conclusion.

A4. Let $x, y, z$ be three distinct positive integers. Prove that

$$
(x+y+z)(x y+y z+z x-2) \geq 9 x y z
$$

When does the equality hold?
Solution. Since $x, y, z$ are distinct positive integers, the required inequality is symmetric and WLOG we can suppose that $x \geq y+1 \geq z+2$. We consider 2 possible cases:
Case 1. $y \geq z+2$. Since $x \geq y+1 \geq z+3$ it follows that

$$
(x-y)^{2} \geq 1, \quad(y-z)^{2} \geq 4, \quad(x-z)^{2} \geq 9
$$

which are equivalent to

$$
x^{2}+y^{2} \geq 2 x y+1, \quad y^{2}+z^{2} \geq 2 y z+4, \quad x^{2}+z^{2} \geq 2 x z+9
$$

or otherwise

$$
z x^{2}+z y^{2} \geq 2 x y z+z, \quad x y^{2}+x z^{2} \geq 2 x y z+4 x, \quad y x^{2}+y z^{2} \geq 2 x y z+9 y
$$

Adding up the last three inequalities we have

$$
x y(x+y)+y z(y+z)+z x(z+x) \geq 6 x y z+4 x+9 y+z
$$

which implies that $(x+y+z)(x y+y z+z x-2) \geq 9 x y z+2 x+7 y-z$.
Since $x \geq z+3$ it follows that $2 x+7 y-z \geq 0$ and our inequality follows.
Case 2. $y=z+1$. Since $x \geq y+1=z+2$ it follows that $x \geq z+2$, and replacing $y=z+1$ in the required inequality we have to prove

$$
(x+z+1+z)(x(z+1)+(z+1) z+z x-2) \geq 9 x(z+1) z
$$

which is equivalent to

$$
(x+2 z+1)\left(z^{2}+2 z x+z+x-2\right)-9 x(z+1) z \geq 0
$$

Doing easy algebraic manipulations, this is equivalent to prove

$$
(x-z-2)(x-z+1)(2 z+1) \geq 0
$$

which is satisfied since $x \geq z+2$.
The equality is achieved only in the Case 2 for $x=z+2$, so we have equality when $(x, y, z)=$ $(k+2, k+1, k)$ and all the permutations for any positive integer $k$.

## Combinatorics

C1. Consider a regular $2 n+1$-gon $P$ in the plane, where $n$ is a positive integer. We say that a point $S$ on one of the sides of $P$ can be seen from a point $E$ that is external to $P$, if the line segment $S E$ contains no other points that lie on the sides of $P$ except $S$. We want to color the sides of $P$ in 3 colors, such that every side is colored in exactly one color, and each color must be used at least once. Moreover, from every point in the plane external to $P$, at most 2 different colors on $P$ can be seen (ignore the vertices of $P$, we consider them colorless). Find the largest positive integer for which such a coloring is possible.

Solution. Answer: $n=1$ is clearly a solution, we can just color each side of the equilateral triangle in a different color, and the conditions are satisfied. We prove there is no larger $n$ that fulfills the requirements.
Lemma 1. Given a regular $2 n+1$-gon in the plane, and a sequence of $n+1$ consecutive sides $s_{1}, s_{2}, \ldots, s_{n+1}$ there is an external point $Q$ in the plane, such that the color of each $s_{i}$ can be seen from $Q$, for $i=1,2, \ldots, n+1$.
Proof. It is obvious that for a semi-circle $S$, there is a point $R$ in the plane far enough on the perpendicular bisector of the diameter of $S$ such that almost the entire semi-circle can be seen from $R$.

Now, it is clear that looking at the circumscribed circle around the $2 n+1$-gon, there is a semi-circle $S$ such that each $s_{i}$ either has both endpoints on it, or has an endpoint that is on the semi-circle, and is not on the semicircle's end. So, take $Q$ to be a point in the plane from which almost all of $S$ can be seen, clearly, the color of each $s_{i}$ can be seen from $Q$. $\diamond$ Take $n \geq 2$, denote the sides $a_{1}, a_{2}, \ldots, a_{2 n+1}$ in that order, and suppose we have a coloring that satisfies the condition of the problem. Let's call the 3 colors red, green and blue. We must have 2 adjacent sides of different colors, say $a_{1}$ is red and $a_{2}$ is green. Then, by Lemma 1 :
(i) We cannot have a blue side among $a_{1}, a_{2}, \ldots, a_{n+1}$.
(ii) We cannot have a blue side among $a_{2}, a_{1}, a_{2 n+1}, \ldots, a_{n+3}$.

We are required to have at least one blue side, and according to 1 ) and 2), that can only be $a_{n+2}$, so $a_{n+2}$ is blue. Now, applying Lemma 1 on the sequence of sides $a_{2}, a_{3}, \ldots, a_{n+2}$ we get that $a_{2}, a_{3}, \ldots, a_{n+1}$ are all green. Applying Lemma 1 on the sequence of sides $a_{1}, a_{2 n+1}, a_{2 n}, \ldots, a_{n+2}$ we get that $a_{2 n+1}, a_{2 n}, \ldots, a_{n+3}$ are all red.
Therefore $a_{n+1}, a_{n+2}$ and $a_{n+3}$ are all of different colors, and for $n \geq 2$ they can all be seen from the same point according to Lemma 1 , so we have a contradiction.

C2. Consider a regular $2 n$-gon $P$ in the plane, where $n$ is a positive integer. We say that a point $S$ on one of the sides of $P$ can be seen from a point $E$ that is external to $P$, if the line segment $S E$ contains no other points that lie on the sides of $P$ except $S$. We want to color the sides of $P$ in 3 colors, such that every side is colored in exactly one color, and each color must be used at least once. Moreover, from every point in the plane external to $P$, at most 2 different colors on $P$ can be seen (ignore the vertices of $P$, we consider them colorless). Find the number of distinct such colorings of $P$ (two colorings are considered distinct if at least one side is colored differently).

Solution. Answer: For $n=2$, the answer is 36 ; for $n=3$, the answer is 30 and for $n \geq 4$, the answer is $6 n$.
Lemma 1. Given a regular $2 n$-gon in the plane and a sequence of $n$ consecutive sides $s_{1}, s_{2}, \ldots, s_{n}$ there is an external point $Q$ in the plane, such that the color of each $s_{i}$ can be seen from $Q$, for $i=1,2, \ldots, n$.

Proof. It is obvious that for a semi-circle $S$, there is a point $R$ in the plane far enough on the bisector of its diameter such that almost the entire semi-circle can be seen from $R$.

Now, it is clear that looking at the circumscribed circle around the $2 n$-gon, there is a semi-circle $S$ such that each $s_{i}$ either has both endpoints on it, or has an endpoint that's on the semi-circle, and is not on the semi-circle's end. So, take $Q$ to be a point in the plane from which almost all of $S$ can be seen, clearly, the color of each $s_{i}$ can be seen from $Q$.

Lemma 2. Given a regular $2 n$-gon in the plane, and a sequence of $n+1$ consecutive sides $s_{1}, s_{2}, \ldots, s_{n+1}$ there is no external point $Q$ in the plane, such that the color of each $s_{i}$ can be seen from $Q$, for $i=1,2, \ldots, n+1$.

Proof. Since $s_{1}$ and $s_{n+1}$ are parallel opposite sides of the $2 n$-gon, they cannot be seen at the same time from an external point.
For $n=2$, we have a square, so all we have to do is make sure each color is used. Two sides will be of the same color, and we have to choose which are these 2 sides, and then assign colors
according to this choice, so the answer is $\binom{4}{2} \cdot 3 \cdot 2=36$.
For $n=3$, we have a hexagon. Denote the sides as $a_{1}, a_{2}, \ldots q_{6}$, in that order. There must be 2 consecutive sides of different colors, say $a_{1}$ is red, $a_{2}$ is blue. We must have a green side, and only $a_{4}$ and $a_{5}$ can be green. We have 3 possibilities:

1) $a_{4}$ is green, $a_{5}$ is not. So, $a_{3}$ must be blue and $a_{5}$ must be blue (by elimination) and $a_{6}$ must be blue, so we get a valid coloring.
2) Both $a_{4}$ and $a_{5}$ are green, thus $a_{6}$ must be red and $a_{5}$ must be blue, and we get the coloring rbbggr.
3) $a_{5}$ is green, $a_{4}$ is not. Then $a_{6}$ must be red. Subsequently, $a_{4}$ must be red (we assume it is not green). It remains that $a_{3}$ must be red, and the coloring is rbrrgr.

Thus, we have 2 kinds of configurations:
i) 2 opposite sides have 2 opposite colors and all other sides are of the third color. This can happen in 3.(3.2.1) $=18$ ways (first choosing the pair of opposite sides, then assigning colors), ii) 3 pairs of consecutive sides, each pair in one of the 3 colors. This can happen in $2.6=12$ ways ( 2 partitioning into pairs of consecutive sides, for each partitioning, 6 ways to assign the colors).
Thus, for $n=3$, the answer is $18+12=30$.
Finally, let's address the case $n \geq 4$. The important thing now is that any 4 consecutive sides can be seen from an external point, by Lemma 1.

Denote the sides as $a_{1}, a_{2}, \ldots, a_{2 n}$. Again, there must be 2 adjacent sides that are of different colors, say $a_{1}$ is blue and $a_{2}$ is red. We must have a green side, and by Lemma 1 , that can only be $a_{n+1}$ or $a_{n+2}$. So, we have 2 cases:

Case 1: $a_{n+1}$ is green, so $a_{n}$ must be red (cannot be green due to Lemma 1 applied to $a_{1}, a_{2}, \ldots, a_{n}$, cannot be blue for the sake of $a_{2}, \ldots, a_{n+1}$. If $a_{n+2}$ is red, so are $a_{n+3}, \ldots, a_{2 n}$, and we get a valid coloring: $a_{1}$ is blue, $a_{n+1}$ is green, and all the others are red.

If $a_{n+2}$ is green:
a) $a_{n+3}$ cannot be green, because of $a_{2}, a_{1}, a_{2 n} \ldots, a_{n+3}$.
b) $a_{n+3}$ cannot be blue, because the 4 adjacent sides $a_{n}, \ldots, a_{n+3}$ can be seen (this is the case that makes the separate treatment of $n \geq 4$ necessary)
c) $a_{n+3}$ cannot be red, because of $a_{1}, a_{2 n}, \ldots, a_{n+2}$.

So, in the case that $a_{n+2}$ is also green, we cannot get a valid coloring.
Case 2: $a_{n+2}$ is green is treated the same way as Case 1.
This means that the only valid configuration for $n \geq 4$ is having 2 opposite sides colored in 2 different colors, and all other sides colored in the third color. This can be done in $n \cdot 3 \cdot 2=6 n$ ways.

C3. We have two piles with 2000 and 2017 coins respectively. Ann and Bob take alternate turns making the following moves: The player whose turn is to move picks a pile with at least two coins, removes from that pile $t$ coins for some $2 \leqslant t \leqslant 4$, and adds to the other pile 1 coin. The players can choose a different $t$ at each turn, and the player who cannot make a move loses. If Ann plays first determine which player has a winning strategy.

Solution. Denote the number of coins in the two piles by $X$ and $Y$. We say that the pair $(X, Y)$ is losing if the player who begins the game loses and that the pair $(X, Y)$ is winning otherwise. We shall prove that $(X, Y)$ is loosing if $X-Y \equiv 0,1,7 \bmod 8$, and winning if $X-Y \equiv 2,3,4,5,6 \bmod 8$.

Lemma 1. If we have a winning pair $(X, Y)$ then we can always play in such a way that the other player is then faced with a losing pair.

Proof of Lemma 1. Assume $X \geq Y$ and write $X=Y+8 k+\ell$ for some non-negative integer $k$ and some $\ell \in\{2,3,4,5,6\}$. If $\ell=2,3,4$ then we remove two coins from the first pile and add one coin to the second pile. If $\ell=5,6$ then we remove four coins from the first pile and add one coin to the second pile. In each case we then obtain loosing pair

Lemma 2. If we are faced with a losing distribution then either we cannot play, or, however we play, the other player is faced with a winning distribution.

Proof of Lemma 2. Without loss of generality we may assume that we remove $k$ coins from the first pile. The following table show the new difference for all possible values of $k$ and all possible differences $X-Y$. So however we move, the other player will be faced with a winning distribution.

| $k \backslash X-Y$ | 0 | 1 | 7 |
| :---: | :---: | :---: | :---: |
| 2 | 5 | 6 | 4 |
| 3 | 4 | 5 | 3 |
| 4 | 3 | 4 | 2 |

Since initially the coin difference is $1 \bmod 8$, by Lemmas 1 and 2 Bob has a winning strategy: He can play so that he is always faced with a winning distribution while Ann is always faced with a losing distribution. So Bob cannot lose. On the other hand the game finishes after at most 4017 moves, so Ann has to lose.

## Geometry

G1. Given a parallelogram $A B C D$. The line perpendicular to $A C$ passing through $C$ and the line perpendicular to $B D$ passing through $A$ intersect at point $P$. The circle centered at point $P$ and radius $P C$ intersects the line $B C$ at point $X,(X \neq C)$ and the line $D C$ at point $Y$, $(Y \neq C)$. Prove that the line $A X$ passes through the point $Y$.

Solution. Denote the feet of the perpendiculars from $P$ to the lines $B C$ and $D C$ by $M$ and $N$ respectively and let $O=A C \cap B D$. Since the points $O, M$ and $N$ are midpoints of $C A, C X$ and $C Y$ respectively it suffices to prove that $M, N$ and $O$ are collinear. According to Menelaus's theorem for $\triangle B C D$ and points $M, N$ and $O$ we have to prove that


$$
\frac{B M}{M C} \cdot \frac{C N}{N D} \cdot \frac{D O}{O B}=1
$$

Since $D O=O B$ the above simplifies to $\frac{B M}{C M}=\frac{D N}{C N}$. It follows from $B M=B C+C M$ and $D N=D C-C N=A B-C N$ that the last equality is equivalent to:

$$
\begin{equation*}
\frac{B C}{C M}+2=\frac{A B}{C N} \tag{1}
\end{equation*}
$$

Denote by $S$ the foot of the perpendicular from $B$ to $A C$. Since $\Varangle B C S=\Varangle C P M=\varphi$ and $\Varangle B A C=\Varangle A C D=\Varangle C P N=\psi$ we conclude that $\triangle C B S \sim \triangle P C M$ and $\triangle A B S \sim \triangle P C N$. Therefore

$$
\frac{C M}{B S}=\frac{C P}{B C} \text { and } \frac{C N}{B S}=\frac{C P}{A B}
$$

and thus,

$$
C M=\frac{C P \cdot B S}{B C} \text { and } C N=\frac{C P \cdot B S}{A B}
$$

Now equality (1) becomes $A B^{2}-B C^{2}=2 C P . B S$. It follows from

$$
A B^{2}-B C^{2}=A S^{2}-C S^{2}=(A S-C S)(A S+C S)=2 O S . A C
$$

that

$$
D C^{2}-B C^{2}=2 C P . B S \Longleftrightarrow 2 O S . A C=2 C P . B S \Longleftrightarrow O S . A C=C P . B S .
$$

Since $\Varangle A C P=\Varangle B S O=90^{\circ}$ and $\Varangle C A P=\Varangle S B O$ we conclude that $\triangle A C P \sim \triangle B S O$. This implies $O S . A C=C P . B S$, which completes the proof.

G2. Let $A B C$ be an acute triangle such that $A B$ is the shortest side of the triangle. Let $D$ be the midpoint of the side $A B$ and $P$ be an interior point of the triangle such that

$$
\Varangle C A P=\Varangle C B P=\Varangle A C B
$$

Denote by $M$ and $N$ the feet of the perpendiculars from $P$ to $B C$ and $A C$, respectively. Let $p$ be the line through $M$ parallel to $A C$ and $q$ be the line through $N$ parallel to $B C$. If $p$ and $q$ intersect at $K$ prove that $D$ is the circumcenter of triangle $M N K$.

Solution. If $\gamma=\Varangle A C B$ then $\Varangle C A P=\Varangle C B P=\Varangle A C B=\gamma$. Let $E=K N \cap A P$ and $F=K M \cap B P$. We show that points $E$ and $F$ are midpoints of $A P$ and $B P$, respectively.


Indeed, consider the triangle $A E N$. Since $K N \| B C$, we have $\Varangle E N A=\Varangle B C A=\gamma$. Moreover $\Varangle E A N=\gamma$ giving that triangle $A E N$ is isosceles, i.e. $A E=E N$. Next, consider the triangle $E N P$. Since $\Varangle E N A=\gamma$ we find that

$$
\Varangle P N E=90^{\circ}-\Varangle E N A=90^{\circ}-\gamma
$$

Now $\Varangle E P N=90^{\circ}-\gamma$ implies that the triangle $E N P$ is isosceles triangle, i.e. $E N=E P$. Since $A E=E N=E P$ point $E$ is the midpoint of $A P$ and analogously, $F$ is the midpoint of $B P$. Moreover, $D$ is also midpoint of $A B$ and we conclude that $D F P E$ is parallelogram.

It follows from $D E \| A P$ and $K E \| B C$ that $\Varangle D E K=\Varangle C B P=\gamma$ and analogously $\Varangle D F K=\gamma$.

We conclude that $\triangle E D N \cong \triangle F M D(E D=F P=F M, E N=E P=F D$ and $\Varangle D E N=$ $\left.\Varangle M F D=180^{\circ}-\gamma\right)$ and thus $N D=M D$. Therefore $D$ is a point on the perpendicular bisector of $M N$. Further,

$$
\begin{aligned}
\Varangle F D E & =\Varangle F P E=360^{\circ}-\Varangle B P M-\Varangle M P N-\Varangle N P A= \\
& =360^{\circ}-\left(90^{\circ}-\gamma\right)-\left(180^{\circ}-\gamma\right)-\left(90^{\circ}-\gamma\right)=3 \gamma .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\Varangle M D N & =\Varangle F D E-\Varangle F D M-\Varangle E D N=\Varangle F D E-\Varangle E N D-\Varangle E D N= \\
& =\Varangle F D E-(\Varangle E N D+\Varangle E D N)=3 \gamma-\gamma=2 \gamma .
\end{aligned}
$$

Fianlly, $K M C N$ is parallelogram, i.e. $\Varangle M K N=\Varangle M C N=\gamma$. Therefore $D$ is a point on the perpendicular bisector of $M N$ and $\Varangle M D N=2 \Varangle M K N$, so $D$ is the circumcenter of $\triangle M N K$.

Problem G3. Consider triangle $A B C$ such that $A B \leq A C$. Point $D$ on the arc $B C$ of the circumcirle of $A B C$ not containing point $A$ and point $E$ on side $B C$ are such that

$$
\Varangle B A D=\Varangle C A E<\frac{1}{2} \Varangle B A C .
$$

Let $S$ be the midpoint of segment $A D$. If $\Varangle A D E=\Varangle A B C-\Varangle A C B$ prove that

$$
\Varangle B S C=2 \Varangle B A C .
$$

Solution. Let the tangent to the circumcircle of $\triangle A B C$ at point $A$ intersect line $B C$ at $T$. Since $A B \leq A C$ we get that $B$ lies between $T$ and $C$. Since $\Varangle B A T=\Varangle A C B$ and $\Varangle A B T=\Varangle 180^{\circ}-\Varangle A B C$ we get $\Varangle E T A=\Varangle B T A=\Varangle A B C-\Varangle A C B=\Varangle A D E$ which gives that $A, E, D, T$ are concyclic. Since

$$
\Varangle T D B+\Varangle B C A=\Varangle T D B+\Varangle B D A=\Varangle T D A=\Varangle A E T=\Varangle A C B+\Varangle E A C
$$

this means $\Varangle T D B=\Varangle E A C=\Varangle D A B$ which means that $T D$ is tangent to the circumcircle of $\triangle A B C$ at point $D$.


Using similar triangles $T A B$ and $T C A$ we get

$$
\begin{equation*}
\frac{A B}{A C}=\frac{T A}{T C} \tag{1}
\end{equation*}
$$

Using similar triangles $T B D$ and $T D C$ we get

$$
\begin{equation*}
\frac{B D}{C D}=\frac{T D}{T C} \tag{2}
\end{equation*}
$$

Using the fact that $T A=T D$ with (1) and (2) we get

$$
\begin{equation*}
\frac{A B}{A C}=\frac{B D}{C D} \tag{3}
\end{equation*}
$$

Now since $\Varangle D A B=\Varangle C A E$ and $\Varangle B D A=\Varangle E C A$ we get that the triangles $D A B$ and $C A E$ are similar. Analogously, we get that triangles $C A D$ and $E A B$ are similar. These similarities give us

$$
\frac{D B}{C E}=\frac{A B}{A E} \quad \text { and } \quad \frac{C D}{E B}=\frac{C A}{E A}
$$

which, when combined with (3) give us $B E=C E$ giving $E$ is the midpoint of side $B C$.
Using the fact that triangles $D A B$ and $C A E$ are similar with the fact that $E$ is the midpoint of $B C$ we get:

$$
\frac{2 D S}{C A}=\frac{D A}{C A}=\frac{D B}{C E}=\frac{D B}{\frac{C B}{2}}=\frac{2 D B}{C B}
$$

implying that

$$
\begin{equation*}
\frac{D S}{D B}=\frac{C A}{C B} \tag{4}
\end{equation*}
$$

Since $\Varangle S D B=\Varangle A D B=\Varangle A C B$ we get from (4) that the triangles $S D B$ and $A C B$ are similar, giving us $\Varangle B S D=\Varangle B A C$. Analogously we get $\triangle S D C$ and $\triangle A B C$ are similar we get $\Varangle C S D=\Varangle C A B$. Combining the last two equalities we get

$$
2 \Varangle B A C=\Varangle B A C+\Varangle C A B=\Varangle C S D+\Varangle B S D=\Varangle C S B .
$$

This completes the proof.

## Alternative solution (PSC).

Lemma 1. A point $P$ is such that $\Varangle P X Y=\Varangle P Y Z$ and $\Varangle P Z Y=\Varangle P Y X$. If $R$ is the midpoint of $X Z$ then $\Varangle X Y P=\Varangle Z Y R$.

Proof. We consider the case when $P$ is inside the triangle $X Y Z$ (the other case is treated in similar way). Let $Q$ be the conjugate of $P$ in $\triangle X Y Z$ and let $Y Q$ intersects $X Z$ at $S$.


Then $\Varangle Q X Z=\Varangle Q Y X$ and $\Varangle Q Z X=\Varangle Q Y Z$ and therefore $\triangle S X Y \sim \triangle S Q X$ and $\triangle S Z Y \sim$ $\triangle S Q Z$. Thus $S X^{2}=S Q . S Y=S Z^{2}$ and we conclude that $S \equiv R$. This completes the proof of the Lemma.

For $\triangle D C A$ we have $\Varangle C D E=\Varangle E C A$ and $\Varangle E A C=\Varangle E C D$. By the Lemma 1 for $\triangle D C A$ and point $E$ we have that $\Varangle S C A=\Varangle D C E$. Therefore

$$
\Varangle D S C=\Varangle S A C+\Varangle S C A=\Varangle S A C+\Varangle D C E=\Varangle S A C+\Varangle B A D=\Varangle B A C .
$$

By analogy, Lemma 1 applied for $\triangle B D A$ and point $E$ gives $\Varangle B S D=\Varangle B A C$. Thus, $\Varangle B S C=$ $2 \Varangle B A C$.

Problem G4. Let $A B C$ be a scalene triangle with circumcircle $\Gamma$ and circumcenter $O$. Let $M$ be the midpoint of $B C$ and $D$ be a point on $\Gamma$ such that $A D \perp B C$. Let $T$ be a point such that $B D C T$ is a parallelogram and $Q$ a point on the same side of $B C$ as $A$ such that

$$
\Varangle B Q M=\Varangle B C A \quad \text { and } \quad \Varangle C Q M=\Varangle C B A .
$$

Let $A O$ intersect $\Gamma$ again at $E$ and let the circumcircle of $E T Q$ intersect $\Gamma$ at point $X \neq E$. Prove that the points $A, M$, and $X$ are collinear.

Solution. Let $X^{\prime}$ be symmetric point to $Q$ in line $B C$. Now since $\Varangle C B A=\Varangle C Q M=$ $\Varangle C X^{\prime} M, \Varangle B C A=\Varangle B Q M=\Varangle B X^{\prime} M$, we have

$$
\Varangle B X^{\prime} C=\Varangle B X^{\prime} M+\Varangle C X^{\prime} M=\Varangle C B A+\Varangle B C A=180^{\circ}-\Varangle B A C
$$

we have that $X^{\prime} \in \Gamma$. Now since $\Varangle A X^{\prime} B=\Varangle A C B=\Varangle M X^{\prime} B$ we have that $A, M, X^{\prime}$ are collinear. Note that since

$$
\Varangle D C B=\Varangle D A B=90^{\circ}-\Varangle A B C=\Varangle O A C=\Varangle E A C
$$

we get that $D B C E$ is an isosceles trapezoid.


Since $B D C T$ is a parallelogram we have $M T=M D$, with $M, D, T$ being collinear, $B D=C T$, and since $B D E C$ is an isosceles trapezoid we have $B D=C E$ and $M E=M D$. Since

$$
\Varangle B T C=\Varangle B D C=\Varangle B E D, \quad C E=B D=C T \quad \text { and } \quad M E=M T
$$

we have that $E$ and $T$ are symmetric with respect to the line $B C$. Now since $Q$ and $X^{\prime}$ are symmetric with respect to the line $B C$ as well, this means that $Q X^{\prime} E T$ is an isosceles trapezoid which means that $Q, X^{\prime}, E, T$ are concyclic. Since $X^{\prime} \in \Gamma$ this means that $X \equiv X^{\prime}$ and therefore $A, M, X$ are collinear.
Alternative solution (PSC). Denote by $H$ the orthocenter of $\triangle A B C$. We use the following well known properties:
(i) Point $D$ is the symmetric point of $H$ with respect to $B C$. Indeed, if $H_{1}$ is the symmetric point of $H$ with respect to $B C$ then $\Varangle B H_{1} C+\Varangle B A C=180^{\circ}$ and therefore $H_{1} \equiv D$.
(ii) The symmetric point of $H$ with respect to $M$ is the point $E$. Indeed, if $H_{2}$ is the symmetric point of $H$ with respect to $M$ then $B H_{2} C H$ is parallelogram, $\Varangle B H_{2} C+\Varangle B A C=180^{\circ}$ and since $E B \| C H$ we have $\Varangle E B A=90^{\circ}$.
Since $D E T H$ is a parallelogram and $M H=M D$ we have that $D E T H$ is a rectangle. Therefore $M T=M E$ and $T E \perp B C$ implying that $T$ and $E$ are symmetric with respect to $B C$. Denote by $Q^{\prime}$ the symmetric point of $Q$ with respect to $B C$. Then $Q^{\prime} E T Q$ is isosceles trapezoid, so $Q^{\prime}$ is a point on the circumcircle of $\triangle E T Q$. Moreover $\Varangle B Q^{\prime} C+\Varangle B A C=180^{\circ}$ and we conclude that $Q^{\prime} \in \Gamma$. Therefore $Q^{\prime} \equiv X$.

It remains to observe that $\Varangle C X M=\Varangle C Q M=\Varangle C B A$ and $\Varangle C X A=\Varangle C B A$ and we infer that $X, M$ and $A$ are collinear.

Problem G5. A point $P$ lies in the interior of the triangle $A B C$. The lines $A P, B P$, and $C P$ intersect $B C, C A$, and $A B$ at points $D, E$, and $F$, respectively. Prove that if two of the quadrilaterals $A B D E, B C E F, C A F D, A E P F, B F P D$, and $C D P E$ are concyclic, then all six are concyclic.

Solution. We first prove the following lemma:
Lemma 1. Let $A B C D$ be a convex quadrilateral and let $A B \cap C D=E$ and $B C \cap D A=F$. Then the circumcircles of triangles $A B F, C D F, B C E$ and $D A E$ all pass through a common point $P$. This point lies on line $E F$ if and only if $A B C D$ in concyclic.

Proof. Let the circumcircles of $A B F$ and $B C F$ intersect at $P \neq B$. We have

$$
\begin{aligned}
\Varangle F P C & =\Varangle F P B+\Varangle B P C=\Varangle B A D+\Varangle B E C=\Varangle E A D+\Varangle A E D= \\
& =180^{\circ}-\Varangle A D E=180^{\circ}-\Varangle F D C
\end{aligned}
$$

which gives us $F, P, C$ and $D$ are concyclic. Similarly we have

$$
\begin{aligned}
\Varangle A P E & =\Varangle A P B+\Varangle B P E=\Varangle A F B+\Varangle B C D=\Varangle D F C+\Varangle F C D= \\
& =180^{\circ}-\Varangle F D C=180^{\circ}-\Varangle A D E
\end{aligned}
$$

which gives us $E, P, A$ and $D$ are concyclic. Since $\Varangle F P E=\Varangle F P B+\Varangle E P B=\Varangle B A D+$ $\Varangle B C D$ we get that $\Varangle F P E=180^{\circ}$ if and only if $\Varangle B A D+\Varangle B C D=180^{\circ}$ which completes the lemma. We now divide the problem into cases:

Case 1: $A E P F$ and $B F E C$ are concyclic. Here we get that

$$
180^{\circ}=\Varangle A E P+\Varangle A F P=360^{\circ}-\Varangle C E B-\Varangle B F C=360^{\circ}-2 \Varangle C E B
$$

and here we get that $\Varangle C E B=\Varangle C F B=90^{\circ}$, from here it follows that $P$ is the ortocenter of $\triangle A B C$ and that gives us $\Varangle A D B=\Varangle A D C=90^{\circ}$. Now the quadrilaterals $C E P D$ and $B D P F$ are concyclic because

$$
\Varangle C E P=\Varangle C D P=\Varangle P D B=\Varangle P F B=90^{\circ}
$$

Quadrilaterals $A C D F$ and $A B D E$ are concyclic because

$$
\Varangle A E B=\Varangle A D B=\Varangle A D C=\Varangle A F C=90^{\circ}
$$

Case 2: $A E P F$ and $C E P D$ are concyclic. Now by lemma 1 applied to the quadrilateral $A E P F$ we get that the circumcircles of $C E P, C A F, B P F$ and $B E A$ intersect at a point on $B C$. Since $D \in B C$ and $C E P D$ is concyclic we get that $D$ is the desired point and it follows that $B D P F, B A E D, C A F D$ are all concylic and now we can finish same as Case 1 since $A E D B$ and $C E P D$ are concyclic.

Case 3: $A E P F$ and $A E D B$ are concyclic. We apply lemma 1 as in Case 2 on the quadrilateral $A E P F$. From the lemma we get that $B D P F, C E P D$ and $C A F D$ are concylic and we finish off the same as in Case 1.

Case 4: $A C D F$ and $A B D E$ are concyclic. We apply lemma 1 on the quadrilateral $A E P F$ and get that the circumcircles of $A C F, E C P, P F B$ and $B A E$ intersect at one point. Since this point is $D$ (because $A C D F$ and $A B D E$ are concyclic) we get that $A E P F, C E P D$ and $B F P D$ are concylic. We now finish off as in Case 1. These four cases prove the problem statement.

Remark. A more natural approach is to solve each of the four cases by simple angle chasing.

## Number Theory

NT1. Determine all sets of six consecutive positive integers such that the product of two of them, added to the the product of other two of them is equal to the product of the remaining two numbers.

Solution. Exactly two of the six numbers are multiples of 3 and these two need to be multiplied together, otherwise two of the three terms of the equality are multiples of 3 but the third one is not.

Let $n$ and $n+3$ denote these multiples of 3 . Two of the four remaining numbers give remainder 1 when divided by 3 , while the other two give remainder 2 , so the two other products are either $\equiv 1 \cdot 1=1(\bmod 3)$ and $\equiv 2 \cdot 2 \equiv 1(\bmod 3)$, or they are both $\equiv 1 \cdot 2 \equiv 2(\bmod 3)$. In conclusion, the term $n(n+3)$ needs to be on the right hand side of the equality.

Looking at parity, three of the numbers are odd, and three are even. One of $n$ and $n+3$ is odd, the other even, so exactly two of the other numbers are odd. As $n(n+3)$ is even, the two remaining odd numbers need to appear in different terms.
We distinguish the following cases:
I. The numbers are $n-2, n-1, n, n+1, n+2, n+3$.

The product of the two numbers on the RHS needs to be larger than $n(n+3)$. The only possibility is $(n-2)(n-1)+n(n+3)=(n+1)(n+2)$ which leads to $n=3$. Indeed, $1 \cdot 2+3 \cdot 6=4 \cdot 5$.
II. The numbers are $n-1, n, n+1, n+2, n+3, n+4$.

As $(n+4)(n-1)+n(n+3)=(n+1)(n+2)$ has no solutions, $n+4$ needs to be on the RHS, multiplied with a number having a different parity, so $n-1$ or $n+1$.
$(n+2)(n-1)+n(n+3)=(n+1)(n+4)$ leads to $n=3$. Indeed, $2 \cdot 5+3 \cdot 6=4 \cdot 7$.
$(n+2)(n+1)+n(n+3)=(n-1)(n+4)$ has no solution.
III. The numbers are $n, n+1, n+2, n+3, n+4, n+5$.

We need to consider the following situations:
$(n+1)(n+2)+n(n+3)=(n+4)(n+5)$ which leads to $n=6$; indeed $7 \cdot 8+6 \cdot 9=10 \cdot 11$;
$(n+2)(n+5)+n(n+3)=(n+1)(n+4)$ obviously without solutions, and
$(n+1)(n+4)+n(n+3)=(n+2)(n+5)$ which leads to $n=2($ not a multiple of 3$)$.
In conclusion, the problem has three solutions:

$$
1 \cdot 2+3 \cdot 6=4 \cdot 5, \quad 2 \cdot 5+3 \cdot 6=4 \cdot 7, \quad \text { and } \quad 7 \cdot 8+6 \cdot 9=10 \cdot 11
$$

NT2. Determine all positive integers $n$ such that $n^{2} \mid(n-1)!$.
First solution. This is true for all positive integers $n$ unless $n=8,9, p, 2 p$ for some prime $p$. It is easy to check that $8^{2} \nmid(8-1)$ ! and $9^{2} \nmid(9-1)$ ! by determining the largest powers of 2 and 3 which divide the right hand sides. It is also immediate that $p^{2} \nmid(p-1)$ ! and $(2 p)^{2} \nmid(2 p-1)$ ! as $(p-1)$ ! is not divisible by $p$, while the largest power of $p$ dividing $(2 p-1)$ ! is 1 .

The case $n=1$ is also clearly true. So it remains to show that $n^{2} \mid(n-1)$ ! in all other cases. It is enough to show that in those cases, for every prime $p$ which divides $n$, the largest power of $p$ dividing $n^{2}$ is less than or equal to the largest power of $p$ dividing $(n-1)$ !. So let us write $n=m p^{r}$ where $(m, p)=1$. The largest power of $p$ dividing $(n-1)$ ! is

$$
\left\lfloor\frac{n-1}{p}\right\rfloor+\left\lfloor\frac{n-1}{p^{2}}\right\rfloor+\cdots \geqslant\left(m p^{r-1}-1\right)+\cdots+(m-1)=m \frac{p^{r}-1}{p-1}-r
$$

So it is enough to prove that

$$
m \frac{p^{r}-1}{p-1} \geqslant 3 r .
$$

We will distinguish between the cases $p=2, p=3$ and $p \geqslant 5$.
Case 1: Suppose $p=2$. We will further distinguish the cases $r \geqslant 4$ and $r \leqslant 3$
Case 1A: Suppose $r \geqslant 4$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant 2^{r}-1=8(1+1)^{r-3}-1 \geqslant 8(1+r-3)-1=3 r+(5 r-17) \geqslant 3 r .
$$

Here, we have used Bernoulli's inequality.
Case 1B: Suppose $r \leqslant 3$. Because $n \neq 2,4,8$, then $n$ has another prime divisor and so $m \geqslant 3$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant 3\left(2^{r}-1\right) \geqslant 3 r
$$

where the last inequality is easily verifiable for $r \leqslant 3$. (It also follows by applying Bernoulli's inequality.)

Case 2: Suppose $p=3$. We will further distinguish three cases. The case $r \geqslant 3$ alone, and the cases $r=2$ and $r=1$ separately.

Case 2A: Suppose $r \geqslant 3$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant \frac{3^{r}-1}{2}=\frac{9(1+2)^{r-2}-1}{2} \geqslant \frac{9(1+2(r-2))-1}{2}=3 r+(6 r-14) \geqslant 3 r .
$$

Case 2B: Suppose $r=2$. Because $n \neq 9$, then $n$ has another prime divisor and so $m \geqslant 2$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant 8 \geqslant 6=3 r
$$

Case 2C: Suppose $r=1$. Because $n \neq 3,6$, then $n$ has another divisor which is bigger than 2 . So $m \geqslant 4$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant 4 \geqslant 3=3 r
$$

Case 3: Suppose $p \geqslant 5$. We will further distinguish the cases $r \geqslant 2$ and $r=1$.
Case 3A: Suppose $r \geqslant 2$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant \frac{5^{r}-1}{4}=\frac{5(1+4)^{r-1}-1}{4} \geqslant \frac{5(1+4(r-1))-1}{4}=3 r+2(r-2) \geqslant 3 r .
$$

Case 3B: Suppose $r=1$. Because $n \neq p, 2 p$, then $n$ has another divisor which is bigger than 2. So $m \geqslant 3$. Then

$$
m \frac{p^{r}-1}{p-1} \geqslant 3=3 r .
$$

Second solution. (PSC) Let $n \neq 8,9, p, 2 p$, where $p$ is prime.
Let $n$ be odd and $p$ be the smallest prime divisor of $n$. If $n=p^{2}$, then $p \geq 5, p<2 p<3 p<4 p$ participate in $(n-1)$ ! and so $p^{4}=n^{2} \mid(n-1)$ !. If $p<\frac{n}{p}$, then $p<2 p$ and $\frac{n}{p}<\frac{2 n}{p}$ all are less that $n$ and therefore participate in $(n-1)$ !. So $n^{2}\left|4 n^{2}=p \cdot 2 p \cdot \frac{n}{p} \cdot \frac{2 n}{p}\right|(n-1)$ !.
Let $n$ be even and $n=2^{k} m$, where $k$ is positive integer and $m$ is odd. If $m=1$, then $k \geq 4$ and $2<2^{2}<2^{k-2}<2^{k-1}$ shows that $n^{2}=2^{2 k} \mid(n-1)$ ! for $k \geq 5$ and the case $k=4$ is seen directly. Let now $m>1$. If $k \geq 2$, then the divisors $2<m<2^{k-1} m$ and $2^{k}$ of $n$ work. If $k=1$, then $m$ is not prime, and let $p$ is the smallest prime divisor of $m$. Now $4, p<2 p$ and $\frac{m}{p}<\frac{2 m}{p}$ work when $m \neq p^{2}$, and $4, p<2 p<3 p<4 p$ work when $m=p^{2}$.

NT3. Find all pairs of positive integers $(x, y)$ such that $2^{x}+3^{y}$ is a perfect square.
Solution. In order for the expression $2^{x}+3^{y}$ to be a perfect square, a positive integer $t$ such that $2^{x}+3^{y}=t^{2}$ should exist.

Case 1. If $x$ is even, then there exists a positive integer $z$ such that $x=2 z$. Then

$$
\left(t-2^{z}\right)\left(t+2^{z}\right)=3^{y}
$$

Since $t+2^{z}-\left(t-2^{z}\right)=2^{z+1}$, which implies $\operatorname{gcd}\left(t-2^{z}, t+2^{z}\right) \mid 2^{z+1}$, it follows that $g c d\left(t-2^{z}, t+\right.$ $\left.2^{z}\right)=1$, hence $t-2^{z}=1$ and $t+2^{z}=3^{y}$, so we have $2^{z+1}+1=3^{y}$.

For $z=1$ we have $5=3^{y}$ which clearly have no solution. For $z \geq 2$ we have (modulo 4) that $y$ is even. Let $y=2 k$. Then $2^{z+1}=\left(3^{k}-1\right)\left(3^{k}+1\right)$ which is possible only when $3^{k}-1=2$, i.e. $k=1, y=2$, which implies that $t=5$. So the pair $(4,2)$ is a solution to our problem.
Case 2. If $y$ is even, then there exists a positive integer $w$ such that $y=2 w$, and

$$
\left(t-3^{w}\right)\left(t+3^{w}\right)=2^{x}
$$

Since $t+3^{w}-\left(t-3^{w}\right)=2 \cdot 3^{w}$, we have $\operatorname{gcd}\left(t-2^{z}, t+2^{z}\right) \mid 2 \cdot 3^{w}$, which means that $\operatorname{gcd}(t-$ $\left.3^{w}, t+3^{w}\right)=2$. Hence $t-3^{w}=2$ and $t+3^{w}=2^{x-1}$. So we have

$$
2 \cdot 3^{w}+2=2^{x-1} \Rightarrow 3^{w}+1=2^{x-2}
$$

Here we see modulo 3 that $x-2$ is even. Let $x-2=2 m$, then $3^{w}=\left(2^{m}-1\right)\left(2^{m}+1\right)$, whence $m=1$ since $\operatorname{gcd}\left(2^{m}-1,2^{m}+1\right)=1$. So we arrive again to the solution $(4,2)$.
Case 3. Let $x$ and $y$ be odd. For $x \geq 3$ we have $2^{x}+3^{y} \equiv 3(\bmod 4)$ while $t^{2} \equiv 0,1(\bmod 4)$, a contradiction. For $x=1$ we have $2+3^{y}=t^{2}$. For $y \geq 2$ we have $2+3^{y} \equiv 2(\bmod 9)$ while $t^{2} \equiv 0,1,4,7(\bmod 9)$. For $y=1$ we have $5=2+3=t^{2}$ clearly this doesn't have solution. Note. The proposer's solution used Zsigmondy's theorem in the final steps of cases 1 and 2.

NT4. Solve in nonnegative integers the equation $5^{t}+3^{x} 4^{y}=z^{2}$.
Solution. If $x=0$ we have

$$
z^{2}-2^{2 y}=5^{t} \Longleftrightarrow\left(z+2^{y}\right)\left(z-2^{y}\right)=5^{t} .
$$

Putting $z+2^{y}=5^{a}$ and $z-2^{y}=5^{b}$ with $a+b=t$ we get $5^{a}-5^{b}=2^{y+1}$. This gives us $b=0$ and now we have $5^{t}-1=2^{y+1}$. If $y \geq 2$ then consideration by modulo 8 gives $2 \mid t$. Putting $t=2 s$ we get $\left(5^{s}-1\right)\left(5^{s}+1\right)=2^{y+1}$. This means $5^{s}-1=2^{c}$ and $5^{s}+1=2^{d}$ with $c+d=y+1$. Subtracting we get $2=2^{d}-2^{c}$. Then we have $c=1, d=2$, but the equation $5^{s}-1=2$ has no solutions over nonnegative integers. Therefore so $y \geq 2$ in this case gives us no solutions. If $y=0$ we get again $5^{t}-1=2$ which again has no solutions in nonnegative integers. If $y=1$ we get $t=1$ and $z=3$ which gives us the solution $(t, x, y, z)=(1,0,1,3)$.

Now if $x \geq 1$ then by modulo 3 we have $2 \mid t$. Putting $t=2 s$ we get

$$
3^{x} 4^{y}=z^{2}-5^{2 s} \Longleftrightarrow 3^{x} 4^{y}=\left(z+5^{s}\right)\left(z-5^{s}\right)
$$

Now we have $z+5^{s}=3^{m} 2^{k}$ and $z-5^{s}=3^{n} 2^{l}$, with $k+l=2 y$ and $m+n=x \geq 1$. Subtracting we get

$$
2.5^{s}=3^{m} 2^{k}-3^{n} 2^{l}
$$

Here we get that $\min \{m, n\}=0$. We now have a couple of cases.
Case 1. $k=l=0$. Now we have $n=0$ and we get the equation $2.5^{s}=3^{m}-1$. From modulo 4 we get that $m$ is odd. If $s \geq 1$ we get modulo 5 that $4 \mid m$, a contradiction. So $s=0$ and we get $m=1$. This gives us $t=0, x=1, y=0, z=2$.

Case 2. $\min \{k, l\}=1$. Now we deal with two subcases:
Case 2 a. $l>k=1$. We get $5^{s}=3^{m}-3^{n} 2^{l-1}$. Since $\min \{m, n\}=0$, we get that $n=0$. Now the equation becomes $5^{s}=3^{m}-2^{l-1}$. Note that $l-1=2 y-2$ is even. By modulo 3 we get that $s$ is odd and this means $s \geq 1$. Now by modulo 5 we get $3^{m} \equiv 2^{2 y-2} \equiv 1,-1(\bmod 5)$. Here we get that $m$ is even as well, so we write $m=2 q$. Now we get $5^{s}=\left(3^{q}-2^{y-1}\right)\left(3^{q}+2^{y-1}\right)$.

Therefore $3^{q}-2^{y-1}=5^{v}$ and $3^{q}+2^{y-1}=5^{u}$ with $u+v=s$. Then $2^{y}=5^{u}-5^{v}$, whence $v=0$ and we have $3^{q}-2^{y-1}=1$. Plugging in $y=1,2$ we get the solution $y=2, q=1$. This gives us $m=2, s=1, n=0, x=2, t=2$ and therefore $z=13$. Thus we have the solution $(t, x, y, z)=(2,2,2,13)$. If $y \geq 3$ we get modulo 4 that $q, q=2 r$. Then $\left(3^{r}-1\right)\left(3^{r}+1\right)=2^{y-1}$. Putting $3^{r}-1=2^{e}$ and $3^{r}+1=2^{f}$ with $e+f=y-1$ and subtracting these two and dividing by 2 we get $2^{f-1}-2^{e-1}=1$, whence $e=1, f=2$. Therefore $r=1, q=2, y=4$. Now since $2^{4}=5^{u}-1$ does not have a solution, it follows that there are no more solutions in this case.

Case 2b. $k>l=1$. We now get $5^{s}=3^{m} 2^{k-1}-3^{n}$. By modulo 4 (which we can use since $0<k-1=2 y-2)$ we get $3^{n} \equiv-1(\bmod 4)$ and therefore $n$ is odd. Now since $\min \{m, n\}=0$ we get that $m=0,0+n=m+n=x \geq 1$. The equation becomes $5^{s}=2^{2 y-2}-3^{x}$. By modulo 3 we see that $s$ is even. We now put $s=2 g$ and obtain $\left(2^{y-1}-5^{g}\right)\left(5^{g}+2^{y-1}\right)=3^{x}$. Putting $2^{y-1}-5^{g}=3^{h}, 2^{y-1}+5^{g}=3^{i}$, where $i+h=x$, and subtracting the equations we get $3^{i}-3^{h}=2^{y}$. This gives us $h=0$ and now we are solving the equation $3^{x}+1=2^{y}$. The solution $x=0, y=1$ gives $1-5^{g}=1$ without solution. If $x \geq 1$ then by modulo 3 we get that $y$ is even. Putting $y=2 y_{1}$ we obtain $3^{x}=\left(2^{y_{1}}-1\right)\left(2^{y_{1}}+1\right)$. Putting $2^{y_{1}}-1=3^{x_{1}}$ and $2^{y_{1}}+1=3^{x_{2}}$ and subtracting we get $3^{x_{2}}-3^{x_{1}}=2$. This equation gives us $x_{1}=0, x_{2}=1$. Then $y_{1}=1, x=1, y=2$ is the only solution to $3^{x}+1=2^{y}$ with $x \geq 1$. Now from $2-5^{g}=1$ we get $g=0$. This gives us $t=0$. Now this gives us the solution $1+3.16=49$ and $(t, x, y, z)=(0,1,2,7)$.
This completes all the cases and thus the solutions are $(t, x, y, z)=(1,0,1,3),(0,1,0,2)$, $(2,2,2,13)$, and ( $0,1,2,7$ ).

Note. The problem can be simplified by asking for solutions in positive integers (without significant loss in ideas).

NT5. Find all positive integers $n$ such that there exists a prime number $p$, such that

$$
p^{n}-(p-1)^{n}
$$

is a power of 3 .
Note. A power of 3 is a number of the form $3^{a}$ where $a$ is a positive integer.
Solution. Suppose that the positive integer $n$ is such that

$$
\begin{equation*}
p^{n}-(p-1)^{n}=3^{a} \tag{1}
\end{equation*}
$$

for some prime $p$ and positive integer $a$.
If $p=2$, then $2^{n}-1=3^{a}$ by $(1)$, whence $(-1)^{n}-1 \equiv 0(\bmod 3)$, so $n$ should be even. Setting $n=2 s$ we obtain $\left(2^{s}-1\right)\left(2^{s}+1\right)=3^{a}$. It follows that $2^{s}-1$ and $2^{s}+1$ are both powers of 3, but since they are both odd, they are co-prime, and we have $2^{s}-1=1$, i.e. $s=1$ and $n=2$. If $p=3$, then (1) gives $3 \mid 2^{n}$, which is impossible.
Let $p \geq 5$. Then it follows from (1) that we can not have $3 \mid p-1$. This means that $2^{n}-1 \equiv 0$ $(\bmod 3)$, so $n$ should be even, and let $n=2 k$. Then

$$
p^{2 k}-(p-1)^{2 k}=3^{a} \Longleftrightarrow\left(p^{k}-(p-1)^{k}\right)\left(p^{k}+(p-1)^{k}\right)=3^{a} .
$$

If $d=\left(p^{k}-(p-1)^{k}, p^{k}+(p-1)^{k}\right)$, then $d \mid 2 p^{k}$. However, both numbers are powers of 3 , so $d=1$ and $p^{k}-(p-1)^{k}=1, p^{k}+(p-1)^{k}=3^{a}$.

If $k=1$, then $n=2$ and we can take $p=5$. For $k \geq 2$ we have $1=p^{k}-(p-1)^{k} \geq p^{2}-(p-1)^{2}$ (this inequality is equivalent to $p^{2}\left(p^{k-2}-1\right) \geq(p-1)^{2}\left((p-1)^{k-2}-1\right)$, which is obviously true). Then $1 \geq p^{2}-(p-1)^{2}=2 p-1 \geq 9$, which is absurd.
It follows that the only solution is $n=2$.

